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A B S T R A C T   

Do speakers use less redundant language with more proficient interlocutors? Both the communicative efficiency 
framework and the language development literature predict that speech directed to younger infants should be 
more redundant than speech directed to older infants. Here, we test this by quantifying redundancy in infant- 
directed speech using entropy rate – an information-theoretic measure reflecting average degree of repetitive-
ness. While IDS is often described as repetitive, entropy rate provides a novel holistic measure of redundancy in 
this speech genre. Using two developmental corpora, we compare entropy rates of samples taken from different 
ages. We find that parents use less redundant speech when talking to older children, illustrating an effect of 
perceived interlocutor proficiency on redundancy. The developmental decrease in redundancy reflects a decrease 
in lexical repetition, but also a decrease in repetitions of multi-word sequences, highlighting the importance of 
larger sequences in early language learning.   

1. Introduction 

The way we talk is impacted by who we talk to. One of the hallmark 
examples of this is how speech directed to infants differs from the lan-
guage used between adults (Kempe and Casillas, to appear; Schwab & 
Lew-Williams, 2016a; Soderstrom, 2007). For example, speakers use 
higher pitch, slower speech rate, and hyperarticulated vowels when they 
talk to young infants (Graf Estes & Hurley, 2013; Tippenhauer, Fourakis, 
Watson, & Lew-Williams, 2020; Uther, Knoll, & Burnham, 2007). 
Alongside these properties, infant-directed speech (IDS) also exhibits 
various forms of repetitiveness: it is characterized by lower lexical di-
versity (Soderstrom, 2007), frequently recurring phrases (Cameron- 
Faulkner, Lieven, & Tomasello, 2003), and successive utterances with 
partial self-repetitions (Küntay & Slobin, 1996; Lester et al., 2022; Tal & 
Arnon, 2018; Waterfall, 2006). While these characteristics reflect 
different types of repetitions, they may all be manifestations of the same 
over-arching principle: speakers being more redundant when talking to 
younger, and less proficient, learners. 

Importantly, increased redundancy in speech directed to learners is 
also predicted by a different theoretical framework — that of 

communicative efficiency. According to the communicative efficiency 
hypothesis, speakers’ production choices reflect a trade-off between two 
competing pressures of reducing effort and maximizing understand-
ability (Grice, 1975; Piantadosi, Tily, & Gibson, 2011b; Zipf, 1949). On 
the one hand, speakers aim to maximize understandability by providing 
enough information to successfully transmit their message. At the same 
time, speakers aim to minimize production effort, by exerting as little 
effort as possible. One way of balancing these pressures is to produce less 
linguistic material for more predictable messages: assigning longer sig-
nals to less expected messages and shorter signals to more expected 
messages can facilitate listener comprehension and balance the overall 
information rate of the interaction (Aylett & Turk, 2004; Levy & Jaeger, 
2007; Pate & Goldwater, 2015; Shannon, 1948; Zipf, 1949). In line with 
this view, there is abundant evidence that speakers tend to reduce or 
omit more predictable elements, at many levels of linguistic analysis 
(syllable, word, construction: Aylett & Turk, 2004; Cohen Priva, 2015; 
Frank & Jaeger, 2008; Jaeger, 2010; Kravtchenko, 2014; Kurumada & 
Jaeger, 2015; Levy & Jaeger, 2007; Mahowald, Fedorenko, Piantadosi, 
& Gibson, 2013; Pate & Goldwater, 2015; Piantadosi, Tily, & Gibson, 
2011a; Piantadosi et al., 2011b; Tily & Piantadosi, 2009). For example, 
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when choosing between shorter and longer lexical forms with the same 
meaning (e.g., undergrad and undergraduate), speakers tend to use the 
shorter forms in contexts where they are more predictable (Mahowald 
et al., 2013). In information-theoretic terms, speakers aim to minimize 
redundancy in their speech: when possible, they use fewer or shorter 
elements to convey a more predictable message. 

According to the principles of efficient communication, the balance 
between effort and understandability can change depending on the 
comprehension difficulty within a conversation. Speakers are predicted 
to produce more effortful signals (i.e., ones containing more linguistic 
material) when understandability is at risk. Theoretically, understand-
ability can be impacted by different factors (see discussion in Pate & 
Goldwater, 2015): predictability of the linguistic message itself, prop-
erties of the environment (e.g., noisy vs. quiet), and characteristics of the 
interlocutor. Indeed, a great volume of studies demonstrate that 
speakers are more likely to speak redundantly (i.e., increase effort) when 
the conveyed meaning is unpredictable in context (Aylett & Turk, 2004; 
Kurumada & Jaeger, 2015; Levy & Jaeger, 2007; Mahowald et al., 
2013). For example, Japanese speakers are more likely to produce 
optional case marking when the thematic assignment is less predictable 
in context (e.g., the criminal arrested the police officer vs. the police officer 
arrested the criminal, Kurumada & Jaeger, 2015). Other studies docu-
ment an effect of environmental noise on redundancy: talkers increase 
effort in the presence of background noise (a phenomenon known as The 
Lombard Effect, Lombard, 1911; Van Summers et al., 1988; Zhao & 
Jurafsky, 2009). 

Finally, another potential source of comprehension difficulty is the 
interlocutor herself, who could face (or be perceived as facing) difficulty 
in comprehension, leading the speaker to increase effort. Speakers are 
perceptive of their audience’s knowledge and modify their speech 
accordingly, a phenomenon known as audience design (Ariel, 1990; 
Arnold, 2008; Brennan & Hanna, 2009; Chafe, 1994; Clark & Murphy, 
1983; Heller, Gorman, & Tanenhaus, 2012; Isaacs & Clark, 1987; 
Lockridge & Brennan, 2002). Audience design predicts that speakers 
will modify their speech based on the presumed properties of in-
terlocutors. From the perspective of communicative efficiency, this 
modification should lead speakers to increase redundancy (increase 
effort) when their interlocutors misunderstand them (see also Grice, 
1975). Indeed, several studies demonstrate this pattern (Buz, Tanen-
haus, & Jaeger, 2016; Lockridge & Brennan, 2002; Roche, Paxton, 
Ibarra, & Tanenhaus, 2013). For example, speakers tend to hyper- 
articulate potentially confusable words when feedback from their in-
terlocutors suggests that they have misunderstood previous words (Buz 
et al., 2016). Importantly, speakers can modify their speech not only on 
the basis of local misunderstandings, but also based on global estima-
tions of their interlocutors’ knowledge state and comprehension ease 
(Arnold, 2008). For instance, New Yorkers refer to landmarks differently 
when talking to other New Yorkers compared to people from other cities 
(Isaacs & Clark, 1987). 

While global interlocutor properties can impact overall compre-
hension difficulty, their impact on speaker effort has been relatively 
under-studied. The theoretical prediction is that speakers should modify 
redundancy based on their interlocutors’ language proficiency, with 
more redundancy when talking to less proficient interlocutors. Since IDS 
is inherently directed to addressees with lower language proficiency, 
this speech register should generally be characterized by more redun-
dancy. In particular, speech directed to young infants, who are in the 
early stages of language learning, should be more redundant than speech 
directed to older children. Here, we investigate this prediction by 
comparing redundancy in IDS directed to younger and older infants. 
Beyond investigating redundancy in IDS, this serves as a test case for the 
more general prediction that speakers modify redundancy in their 
speech based on global properties of their interlocutors. 

Importantly, different factors impacting understandability in 
communication (and modifications in redundancy in response) are very 
likely to interact. For example, if a message is unpredictable, it is very 

likely to cause a perceived difficulty for interlocutors. However, many 
studies only compare or manipulate the predictability of the message or 
environmental noise as sources for communication difficulty. Much 
fewer studies have investigated the direct impact of interlocutor prop-
erties on speaker effort while holding the message constant. This is, 
however, not a trivial task. Ideally, investigating the impact of an in-
terlocutor’s proficiency on production choices would require keeping 
the message identical. However, it is virtually impossible to compare 
completely parallel messages of naturalistic speech. One commonly-used 
way of dealing with this challenge (of controlling the message on the one 
hand but maintaining ecological validity on the other) is to hold con-
stant the experimental context eliciting the conversations. Controlling 
the context can be done, for example, by eliciting stories using identical 
picture books (e.g., Berman & Slobin, 1994; Tal, Grossman, Rohde, & 
Arnon, 2023), or eliciting speech by asking participants to conduct the 
same task (Bard et al., 2000; Bard & Aylett, 2004; Pate & Goldwater, 
2015; Rodriguez-Cuadrado, Baus, & Costa, 2017; Van Engen et al., 
2010). Here, we will follow this logic to investigate the impact of in-
terlocutors’ language proficiency on speakers’ effort. 

The current study has two goals. The first, as mentioned above, is to 
ask whether redundancy is impacted by the interlocutors’ perceived 
overall proficiency level, a core prediction of the communicative effi-
ciency hypothesis. An additional goal is to provide a novel measure of 
global redundancy in IDS. While infant-directed speech is often 
described as repetitive, this is usually based on the analysis of individual 
properties (e.g., lexical types, frequent frames, variation sets), rather 
than on a holistic evaluation. Here, we use entropy rate, an information- 
theoretic measure that allows us to capture the redundancy of a text as a 
whole (see details below). If speakers use more linguistic material with 
less proficient speakers, then speech directed to infants should decrease 
in redundancy with development. We investigate this hypothesis in two 
corpus studies. In Study 1 we use two developmental corpora to ask 
whether redundancy in IDS decreases with age. Having found an effect 
of age on redundancy, in Study 2 we ask which properties of the input 
impact this effect. Specifically, we ask whether the increased redun-
dancy in speech directed to younger infants is impacted by changes in 
the repetition of multi-word sequences. While there is ample evidence 
showing that lexical diversity increases with age, less is known about the 
proportion of recurring multi-word sequences. Such sequences, how-
ever, are a salient property of IDS (Cameron-Faulkner et al., 2003; 
Goldberg, 2019) and have been shown to play an important role in 
learning various grammatical relations (Arnon, 2021; Arnon & Clark, 
2011; Arnon & Ramscar, 2012; Siegelman & Arnon, 2015). Finding that 
increased redundancy in young children’s input is influenced by the 
repetition of multi-word sequences will provide additional evidence for 
their role in early learning. 

1.1. Quantifying redundancy using entropy measures 

Recent years have seen increased interest in the application of 
information-theoretic concepts and methods to the study of language (e. 
g., Bentz, Alikaniotis, Cysouw, & Ferrer-i-Cancho, 2017; Cohen Priva, 
2015; Ferdinand, Kirby, & Smith, 2019; Juola, 2008; Piantadosi et al., 
2011b; Zaslavsky, Kemp, Regier, & Tishby, 2018). These studies have 
provided novel insights into long-debated questions about language 
structure, learning, and use (see review in Gibson et al., 2019). 
Information-theoretic measures such as entropy (Shannon, 1948) 
quantify the amount of uncertainty in a distribution of linguistic ele-
ments and have been shown to impact real-time language processing 
(Jaeger, 2010; Linzen & Jaeger, 2015; Piantadosi et al., 2011a; Siegel-
man et al., 2020). Such measures can also be used to characterize lan-
guage systems as a whole. For example, information-theoretic measures 
can be used to measure and compare the complexity of the same text 
across languages, with texts with lower entropy seen as less complex 
(Bentz et al., 2017; Bentz, Ruzsics, Koplenig, & Samardži, 2016; Ehret, 
2021; Ehret & Szmrecsanyi, 2016, 2019; Juola, 2008; Koplenig, Meyer, 
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Wolfer, & Mu, 2017; Lupyan, 2019). One particularly relevant measure 
for our purposes is entropy rate, which quantifies redundancy in texts by 
calculating their average degree of repetitiveness. Unlike unigram en-
tropy, entropy rate does not treat words independently and captures the 
sequential relation between words and the degree of repetitiveness in a 
text (for a discussion see Bentz et al., 2017). Specifically, measuring the 
degree of string repetition in a text provides a measure of its 
compressibility, which reflects the average information content of the 
text (Bentz et al., 2017; Gao, Kontoyiannis, & Bienenstock, 2008). 
Importantly, entropy rate provides us a way to assess redundancy in 
texts overall, without having to pre-suppose where that redundancy 
comes from (bigrams, trigrams, lexical repetitions, etc.). As such, it 
provides a more comprehensive measure of redundancy than merely 
looking at repetitions of a particular size. Another advantage of entropy 
rate is that it has been used previously to compare redundancy across 
different languages. Using this measure therefore allows us to tie 
together the literature on infant-directed speech and the typological 
literature. In particular, this measure was used in a recent study (Bentz 
et al., 2017) to compare translations of the same text in over 1200 
languages. Entropy rate was found to be similar across languages, sug-
gesting that languages show similar levels of complexity. Interestingly, 
no study to date has used entropy rate to examine redundancy across 
language registers within the same language (see Ehret, 2021 for a 
comparison between different English registers using a similar method). 
Similarly, while several language acquisition studies used information- 
theoretic and other measures to capture repetitiveness and complexity 
in child-directed speech (Brodsky, Waterfall, & Edelman, 2007; 
Cameron-Faulkner et al., 2003; Elmlinger, Goldstein, & Casillas, 2022; 
Lavi-Rotbain & Arnon, 2023; Lester et al., 2022; Stoll et al., 2012), no 
study to date has used such a measure to capture the overall redundancy 
of speech directed to young children. Here, we will use entropy rate as a 
way to quantify redundancy in IDS, and ask whether it changes with 
development. In what follows we explain how entropy rate can be used 
to quantify redundancy. 

The entropy rate of words provides the average information content 
of words conditioned on all preceding tokens. Entropy rate is affected by 
the order of words in a given text: it decreases when words are more 
predictable given their preceding contexts. Entropy rate is calculated in 
the following way (see Eq. (1)): for any given word1 in the text, we look 
for the longest string it initiates that is found in the preceding text. For 
example, the longest string found for the underlined the in the sequence 
‘The girl saw the girl next door’, will be the the girl, as the repetition of 
the alone is shorter than the repetition of the girl (see more details 
below). 

h(T) =
1
N

∑N

i=2

log2i
Li

(1) 

The entropy rate is the average of these match lengths where N is the 
overall number of tokens, i is the position in the string, and Li is the 
longest match string for i plus one (Li = 1 + the longest match string). 
The average length of these strings reflects the redundancy in the text: 
the larger the average match string is, the more repetitive (and there-
fore, redundant) the text is. Mathematically, as the average match string 
grows, entropy rate becomes smaller. In other words, a lower entropy 
rate reflects a more redundant text. To give an example, we use the 
following short text (numbers index word order): 

come1 here2 come3 here4 (2) 

In order to calculate entropy rate for this text, we start with the 
second token (here). Because there is no match for this word in the 

preceding string (which contains only the word come), the match length 
for this token is 0. L2 is 1 (1 + the length of the string match: 0), and the 
total information content for this word is log22

1+0 = 1. Moving on to the next 
word (i =3), come3, we find a match of length 1 in come1. We then expand 
our search string, going one word forward from the word in question, 
and look for a match for the sequence come3 here4. We find a match for 
the two-word sequence in the preceding text, meaning that the match 
length for this token is 2, and the information content is: log23

1+2 = 0.528. 
Finally, the longest matching string for the last word, here4, is only one 
word long (here2), and the information content is: log24

1+1 = 1. The total 
entropy rate for this text is the average information content of all words, 
which is 0.632. 

To illustrate how this measure captures different types of re-
dundancies, we compare the following invented three short texts (after 
removing punctuation marks, disregarding any utterance boundaries):  

[A] where is the ball look at this banana  
[B] where is the ball where is the ball  
[C] where ball the where the ball is is 

All three texts are composed of eight words. In text [A] all words are 
unique while Text [B] has only 4 unique words. Importantly, Text [B] is 
composed of two repetitive four-word sequences, making it more re-
petitive (i.e., redundant) than text [A]. Text [C] has the exact same 
words as text [B], but does not include repeated sequences. Text [B] and 
Text [C] have the same level of lexical repetition (four words, each 
repeating twice), but differ in the recurrence of multi-word sequences: 
text [C] is less repetitive, and therefore less redundant. Because of these 
differences, text [A] will have the highest entropy rate (it is the least 
redundant of the three texts), text [B] will have the lowest entropy rate 
(it is the most redundant) and text [C] will be somewhere in between. 
This is indeed the case: h(A) = 1.91, h(B) = 1.02, h(C) = 1.29. 

Entropy rate provides us with a global measure of redundancy that is 
sensitive to the order of words; is based on repetitions of varying sizes; 
and can be used to compare different language registers. In Study 1 we 
compare entropy rate in samples of IDS directed to different ages. If 
speech to younger infants is more redundant, then entropy rate should 
increase with age. In Study 2, we explore the impact of lexical and 
sequential repetition on the decrease in redundancy. This investigation 
is motivated by the language development literature, where there is 
growing evidence for the importance of multi-word sequences in lan-
guage acquisition (Abbot-Smith & Tomasello, 2006; Arnon, 2016, 2021; 
Arnon & Christiansen, 2017; Schwab & Lew-Williams, 2016b; Stoll, 
Abbot-Smith, & Lieven, 2009). Building on this literature, Study 2 ex-
amines the influence of changes in multiword repetitions on entropy 
rate. 

2. Study 1 

2.1. Method 

2.1.1. The corpora 
We used two developmental corpora, both taken from the CHILDES 

database (MacWhinney, 2000). To investigate our first question — 
whether redundancy is impacted by the interlocutors’ perceived overall 
proficiency level, we used the NewmanRatner Corpus (Newman, Rowe, 
& Bernstein Ratner, 2016) which contains transcripts of 122 English- 
speaking mother-child dyads, who were recorded during lab visits as 
part of a longitudinal study. We chose this corpus because the recorded 
lab visits are all 15 minutes of free play with the same box of toys. This 
characteristic is an important and necessary feature for our purposes of 
comparing the effect of the interlocutor (specifically, children’s age) on 
the redundancy in caregivers’ speech: this corpus holds the conversa-
tional context constant while maintaining naturalistic caregiver speech. 

The recordings in the NewmanRatner Corpus were taken at the ages 

1 A word is defined by white spaces, and is therefore identified orthograph-
ically by form, not lemma. That means dog and dogs, for example, are identified 
as different words. A string is any sequence starting from one word. 
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of 7,10,11,18 and 24 months, though not all children took part in all 
time points. We analyzed only three time points from this corpus (7-, 11- 
and 24-months), since the rest did not have enough data (see Procedure 
below). See Table 1 for a summary of IDS measures of this corpus. Note 
that unlike the more familiar developmental pattern (Schwab & Lew- 
Williams, 2016a; Soderstrom, 2007), type-token ratio does not in-
crease with age in this corpus. We come back to this issue in Study 2. 

To support the use of entropy rate as a viable measure of global 
redundancy in IDS, we wanted to make sure any developmental effects 
found for the NewmanRatner Corpus are also generalizable to other 
developmental corpora. We therefore conducted the same analyses on a 
second corpus. The second corpus we used is the Providence Corpus 
(Demuth, Culbertson, & Alter, 2006), accessed using the childesr pack-
age in R (version 2018.1, Sanchez et al., 2019). This corpus contains 
dense longitudinal recordings of six monolingual English-speaking 
children between the ages of 1–4 years, collected during naturalistic 
interactions with their caregivers at home. We analyzed the data of the 
three children that had the most data – Ethan, Lily and Naima. We 
created two developmental time points by dividing the recordings into 
two age bins (12–24 months and 24–36 months; beyond this age there 
was not enough data to match our purposes). Whereas the New-
manRatner Corpus has many dyads recorded under fairly controlled lab 
conditions, the Providence Corpus has few children recorded across 
multiple activities. This corpus therefore has less controlled experi-
mental settings than the NewmanRatner Corpus. Together these two sets 
of corpora provide a rich representation of IDS in different contexts, 
thereby strengthening the utility of entropy rate to serve as a novel 
measure of global redundancy in IDS. See Table 2 for a summary of IDS 
measures of the Providence Corpus. 

2.1.2. Procedure 
We calculated entropy rate using the Hrate package (Bentz et al., 

2017) in R (all analyses were conducted using R Version 3.6.1, R Core 
Team, 2019). Since this is the first developmental investigation of en-
tropy rate measures, we were confronted with several challenges. First, 
how do we get reliable entropy rate estimates? This is crucial, since the 
calculation of entropy rate is reliable only for samples of sufficient sizes 
(Bentz et al., 2017). Second, how do we compare entropy rate across age 
groups? Previous studies compared entropy rate (and similar measures) 
across languages using parallel texts, like the Bible, where the same 
content is translated into many languages. When the text is held con-
stant, differences can more easily be attributed to structural differences 
between the languages and not to differences in content (Bentz et al., 
2017, 2016; Ehret & Szmrecsanyi, 2016; Juola, 2008; Koplenig et al., 
2017; Lupyan, 2019; Lupyan & Dale, 2010). However, we do not have 
such parallel texts at our disposal when doing developmental research 
(nor is it clear what such parallel texts would be for naturalistic in-
teractions). Our third challenge was to ensure that differences in entropy 
rate between age groups will indeed reflect the effect of age, and not 
other factors. In what follows we outline our solutions in brief, and 
elaborate on each in subsequent sections. First, we used a stabilization 
criterion to determine the minimal sample size needed for reliable en-
tropy rate estimates. In other words, we chose a sample size beyond 
which entropy rate remained almost unchanged. Each sample was 
composed of multiple conversations (a conversation is one unit of 
recording in the original corpora). In order to compensate for the fact 

that different age groups are not “parallel texts”, we took multiple 
samples from each age group – the number of samples was also deter-
mined using a stabilization criterion. Finally, to make sure that any 
differences found between the samples from different ages indeed reflect 
age, rather than a sampling confound, we created an additional sam-
pling procedure (the mixed-age condition), where we followed the same 
procedure but took samples from mixed ages: if entropy rate is impacted 
by the infants’ age, then the change in entropy rate should disappear in 
this condition. The next sections describe these processes in detail. 

2.1.2.1. Division into age groups. The NewmanRatner Corpus is already 
divided into different age groups, corresponding to different lab visits. In 
the Providence Corpus, however, children were recorded weekly/ 
monthly. We could not measure entropy rate for each recording since it 
does not provide enough data for calculating reliable estimations of 
entropy rate (see next section).2 To overcome this, we grouped the re-
cordings into two age bins: 12–24 months and 24–36 months, resulting 
in two age points per child (The mean age across all transcripts and 
children is 18.25 months (SD = 3.51) in the younger age group and 
29.84 months (SD = 3.32) in the older age group). The sampling pro-
cedures described below were applied separately to each age group in 
the NewmanRatner Corpus (3 groups in total), and to each age group for 
each child in the Providence Corpus (6 groups in total). After having 
established the age bins, we made them similar in size: if one age group 
had more conversations than another age group, we randomly selected a 
subset of the larger corpus, to equate it in size with the smaller one (see 
Tables 3 and 4 for total corpus size from which samples were taken for 
the different age groups). 

2.1.2.2. Sample structure. We created each sample by randomly select-
ing conversations from each age group, and aggregating them in a 
random order. We only included utterances spoken by caregivers. 
Importantly, since entropy rate is affected by the order words appear in, 
we kept each conversation intact.3 The resulting sample was one long 

Table 1 
Summary of IDS properties in the NewmanRatner Corpus (values represent 
mean per interaction).  

Age in months Number of words Type-token 
ratio 

Mean length of utterance 

7 759.5 0.32 3.37 
11 759.23 0.3 3.28 
24 1160.1 0.25 3.8  

Table 2 
Summary of IDS properties in the Providence Corpus (values represent mean per 
interaction).  

Child Age in 
months 

Number of 
words 

Type-token 
ratio 

Mean length of 
utterance 

Naima 12–24 4075.2 0.17 5.25 
24–36 3738.1 0.19 5.66 

Lily 12–24 4606.75 0.18 4.55 
24–36 4553.51 0.2 5.65 

Ethan 12–24 3066.18 0.19 4.18 
24–36 3688.82 0.19 4.75  

Table 3 
Number of words in each age group from which samples were taken in the 
NewmanRatner Corpus: each sample contained 10,000 words.  

7 months 11 months 24 months 

92,659 85,794 90,081  

2 Looking at each conversation separately is not only too short in terms of 
data, but also from a theoretical perspective: it is unlikely that one conversation 
is a proper unit of analysis of IDS from the infant’s perspective.  

3 Except for one conversation in each sample: Since the determined sample 
size was fixed for all samples and all age groups, the sample size was the cut-off 
point of the sample, even if it was in the middle of a conversation. For example, 
if the sample size determined for a corpus was 10,000 words, then each sample 
was of exactly 10,000 words. Because of this fixed word limit, each sample is 
very likely to have one conversation cut somewhere in the middle. Other than 
that, all conversations remained intact. 
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text of aggregated conversations (see Fig. 1 for an illustration of the 
sampling procedure). Sample size was the same for all age groups (based 
on the stabilization criteria detailed in the next sections). 

2.1.2.3. Determining sample size. As mentioned, the calculation of en-
tropy rate is reliable only for samples of sufficient sizes (Bentz et al., 
2017). We followed the stabilization criterion used in Bentz et al., 2017 
to determine sample size. In that paper, entropy rate was calculated for a 
gradually growing sample size. The sufficient sample size was defined as 
one where the SD of entropy rate in the next ten samples was smaller 
than or equal to 0.1, that is, where entropy rate did not change much 
with growing sample size. We applied the same procedure to our data. 
For each age bin, we gradually increased sample size, where each time 
the sample was 1000 words larger than the previous (1000, 2000, 
3000…), until we reached the total number of words in that age bin. We 
then calculated entropy rate for each of these sample sizes, and calcu-
lated the SD of the entropy rate of each ten consecutive sample sizes, 
looking for the minimal corpus size (in words) where entropy rate did 
not change with further increase. This procedure was done for each age 
group separately. The final sample size was the one for which all age 

groups reached stabilization (e.g., if 10,000 words were needed for a 
reliable calculation at 7-months, but 20,000 were needed for 24-months, 
our selected sample size was 20,000 for all age bins). In practice, all age 
groups in both corpora required the same sample size, so no such 
adaptation was needed. The stabilization criterion procedure was 
implemented using the Hrate package (Bentz et al., 2017). 

2.1.2.4. Comparing entropy rate between age groups. To make sure sam-
ples are representative of the age group they are taken from, we took 
multiple samples from each age group.4 This method was inspired by 
previous work that compared the complexity of non-parallel texts by 
taking multiple samples from each text (e.g., learner essays of beginners 
vs. advanced English learners, Ehret & Szmrecsanyi, 2019). The number 
of samples was determined using a similar procedure as the one used to 
determine the minimal sample size. After finding the minimal reliable 
sample size (see previous section), we created 1000 samples of this size 
from the same age bin, increasing the number of samples by 10 each 
time (10 samples, 20 samples, 30 samples…). We then calculated the 
average entropy rate for each number of samples (e.g., average entropy 
rate for 10 samples: 5.57, average entropy rate for 20 samples: 5.6, and 
so on). Finally, we calculated the SD of the average entropy rate of each 
five consecutive N of samples (10–50,60-100,100–150…). The sufficient 
number of samples was defined as one where the SD of the average 
entropy rate in the next five samples was smaller than 0.01. For both 
corpora, the determined number of samples for each age bin was 100. 
We therefore randomly chose 100 samples out of the 1000 initial sam-
ples created for each age group. See supplementary material for the 
stabilization of entropy rates for both corpora. 

2.1.2.5. Variables of interest and hypothesis testing. After determining 
the sample size and the number of samples, we calculated entropy rate 
for each sample. To ensure that any difference in entropy rate stems 
from an effect of age, and is not simply the result of comparing multiple 
samples, we conducted another comparison where we aggregated con-
versations from different ages into the same sample. That is, we took the 
same number of samples (with the same sample size) but we allowed the 
mixing of conversations from different ages. We call this the mixed-age 
condition, in contrast with samples taken from separate ages – which we 
call the separate-age condition. The mixed-age condition had the same 
number of groups and the same number of samples as the separate-age 
condition. However, the groups in the mixed-age condition were not 
selected based on having the same age. In both conditions the procedure 
was the same: each sample was consisted of random sampling of con-
versations without replacement (that is, a conversation could not appear 
more than once in a given sample). If entropy rate is affected by the 
infant’s age, then we should not see a developmental effect in the mixed- 
age condition. See Fig. 1 for an illustration of the sampling procedure in 

Table 4 
Number of words in each age group from which samples were taken in the 
Providence Corpus: each sample contained 20,000 words.  

Ethan Lily Naima 

1–2 years 2–3 years 1–2 years 2–3 years 1–2 years 2–3 years 

84,991 79,052 81,456 80,343 82,726 81,647  

Fig. 1. Illustration of the sampling procedures. Each dot represents IDS 
extracted from one conversation. Different colors represent different age groups 
(X,Y,Z). Solid frames represent samples taken from different age groups: each 
frame is a random assembly of conversations taken from the same age group 
(the separate-age condition). The dashed frame represents a sample taken from 
the mixed-age condition: composed of randomly chosen conversations taken 
from different age groups (the mixed-age condition). 

4 Instead of taking multiple samples from each age group, we could also treat 
all conversations within each age group as one big sample, such that we would 
only have one sample for each age group. Indeed, we repeated our sampling 
procedures with one big sample from each age group and the patterns of our 
results remain unchanged. This method is however problematic for two reasons: 
a. It doesn’t allow for a statistical comparison between age groups, and b. Since 
entropy rate is affected by the order in which words appear, the way conver-
sations are concatenated together can potentially impact the result. By taking 
multiple samples we control for that possible confound, since in each sample 
different conversations are grouped together in different order. This allows us 
to make sure that any age differences found cannot be driven by the particular 
order in which conversations were grouped together within each age group. We 
nevertheless conducted an additional analysis where each conversation 
appeared in only one sample. This method resulted in only a few samples per 
each age group (which is why we did not use it as our main analysis), but 
ensured that samples were maximally different from one another. We report the 
results of this alternative sampling procedure for each corpus below. Impor-
tantly, the results held in both sampling procedures. 
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both conditions. 

3. Results 

Since we applied our sampling procedure separately to each corpus, 
and since each had a different division into age groups, we report the 
results for each corpus separately.  

3.1.1. The NewmanRatner Corpus 
Our stabilization criteria resulted in samples containing 10,000 

words, and in taking 100 samples from each age group. We calculated 
entropy rate for each sample. As can be seen in Fig. 2, entropy rate seems 
to increase with age: while entropy rate doesn’t differ between 7-months 
(5.15) and 11-months (5.15), it is higher for 24 months (5.32). A one 
way ANOVA showed a significant effect of age (F(2) = 116.7, p < 0.001, 
η2 = 0.44), indicating that, as predicted, parents speak less redundantly 
to older children. Simultaneous Tukey tests found the differences be-
tween 24 months and 7 months and between 24 months and 11 months 
to be significant, both at p < 0.001 level. There was no difference, 
however, between 7 and 11 months (p = 0.99).5 Importantly, no change 
in entropy rate was found in our mixed-age condition (5.29, 5.29, 5.28, F 
(2) = 0.92, p = 0.4, η2 = 0.006), indicating that the differences in en-
tropy rate reflect an effect of age, and are not a byproduct of comparing 
multiple samples. 

3.1.2. The Providence Corpus 
The Providence Corpus differs from the NewmanRatner Corpus, 

containing longitudinal naturalistic interactions between a small num-
ber of caregivers and children, engaged in various activities. Here, we 
investigate the entropy rate trajectory for each child separately. For this 
corpus, the stabilization criteria resulted in samples of 20,000 words, 
and in taking 100 such samples from each group (recall there are six 
groups in this corpus: two age points for three different children). We 
calculated entropy rate for each sample. As can be seen in Fig. 3, entropy 
rate increases with age for all three children (Ethan: 5.58, 5.89; Naima: 
5.77, 5.89; Lily: 5.87, 6.09). We ran a two-way ANOVA to compare the 
effect of child, age and their interaction on entropy rate. There was a 
significant effect of age (F(1) = 1007.4, p < 0.001, ηp

2 = 0.63), indicating 
that entropy rate increases with development; a significant effect child 
(F(2) = 446.04, p < 0.001, ηp

2 = 0.6), indicating individual variation 
between children; and a significant interaction (F(2) = 66.96, p < 0.001, 
ηp

2 = 0.18), indicating individual variation in the developmental change 
in entropy rate.6 In line with our prediction, entropy rate increased with 
age: speech directed to infants was less redundant as they were older. 
We next analyzed the results of the mixed-age condition. For the Prov-
idence corpus, the mixed-age condition was created by taking conver-
sations from the same child, but from different ages. No differences in 
entropy rate were found between the mixed-age groups (Ethan: 5.86, 

5.85; Lily: 5.86, 5.86; Naima: 5.85, 5.86; F(1) = 0.075, p = 0.78, ηp
2 =

0.0001), or between children (F(2) = 1.8, p = 0.16, ηp
2 = 0.006). Again, 

finding no differences in the mixed-age condition indicates that the 
differences in entropy rate obtaining between age groups indeed stems 
from age (see Fig. 3). 

3.2. Discussion 

In line with our prediction, we found an increase in entropy rate in 
the NewmanRatner Corpus, suggesting that parents use less redundant 
speech with their children as they grow older. These findings suggest 
that speakers are sensitive to the proficiency level of their interlocutors, 
and increase redundancy with less proficient interlocutors, as would be 
predicted by the communicative efficiency hypothesis (Buz et al., 2016; 
Jaeger & Buz, 2017; Pate & Goldwater, 2015). Importantly, we found 
the same decrease with age in both corpora, illustrating that parents use 
less redundant speech when talking to older children across different 
conversational settings. Taken together, these findings also provide a 
new way to assess the overall level of redundancy in IDS: instead of 
investigating individual properties of IDS (lexical diversity, syntactic 
diversity), entropy rate offers a holistic evaluation of how repetitive — 
and therefore, predictable — is the input that young children hear. 

But what speech characteristics underly the increased redundancy in 
younger ages? IDS has lower lexical diversity compared to ADS, with 
lexical diversity increasing with age (Schwab & Lew-Williams, 2016a; 
Soderstrom, 2007). The decrease in redundancy we found could reflect 
the increase in lexical diversity that occurs with development. However, 
IDS has another property that could contribute to the increase in entropy 
rate: IDS has substantial repetition of multi-word sequences, in the form 
of frequent frames or repeated chunks (Arnon, 2016; Cameron-Faulkner 
et al., 2003; Ferrier, 1978; Stoll et al., 2009). These larger sequences are 
claimed to play an important role in language learning by providing 
preferred patterns for multi-word production (Bannard & Matthews, 
2008; Lieven, Behrens, Speares, & Tomasello, 2003; Lieven, Salomo, & 
Tomasello, 2009), and serving as early building blocks for learning 
morphological and syntactic regularities (Abbot-Smith & Tomasello, 
2006; Arnon & Clark, 2011; Arnon, McCauley, & Christiansen, 2017; 
Reali & Christiansen, 2007; Skarabela, Ota, O’Connor, & Arnon, 2021). 
Such units are predicted to be relied on less in later development and in 
second language learning (Arnon & Christiansen, 2017; Siegelman & 
Arnon, 2015). Importantly, both types of repetitions (lexical and multi- 
word) will make the input more redundant and will be reflected in a 
lower entropy rate. Recall the comparison of the three texts in Section 
1.1: text [A] has a lower entropy rate than text [B] because it has more 
repetitions of words and multi-word sequences, while text [C] has a 
higher entropy rate than text [B] only because of multi-word sequences: 
both texts have the same lexical diversity, but text [B] consists of two 
multi-word chunks while text [C] does not. Importantly, while there is 
ample evidence in the developmental literature documenting a decrease 
in lexical repetitiveness with age, there is no evidence, to our knowl-
edge, for a similar decrease in multi-word repetitiveness, even though 
such a decrease is predicted under usage-based approaches to language 
acquisition (Tomasello, 2003). Moreover, such a decrease is directly 
predicted, but has not been tested, under the Starting Big approach to 
language learning (see Arnon, 2021 for a review). 

In Study 2 we investigate which properties underlie the differences in 
redundancy we found. Specifically, we examine the role of multi-word 
sequences in these differences. We do this by creating an additional 
comparison condition where in each sample words are shuffled within 
each sentence. If the increase in entropy rate is driven only by an in-
crease in lexical diversity, then the effect should not be impacted by 
disrupting the order in which words appear in sentences. If, however, 
input to younger children is more redundant also due to having more 
repetitions of multi-word sequences, then the difference between age 
groups should become smaller (or disappear) once words within sen-
tences are shuffled (since this shuffling will disrupt the repetition of 

5 As mentioned in Footnote 4, we conducted an additional analysis where 
each conversation appeared in only one sample. This resulted in considerably 
fewer samples (8 per each age group). We calculated and compared entropy 
rate for each sample, and the pattern of results remains the same: no difference 
between 7 months (5.16) and 11 months (5.15), and an increase with age for 
24 months (5.28). This was confirmed by a one way ANOVA (F(2) = 6.58, p =
0.006, η2 = 0.38).  

6 Here also we conducted an additional analysis where each conversation 
appeared in only one sample. This resulted in 3 samples per each age of each 
child. We calculated entropy rate for each sample, and the pattern of results 
remained the same (Ethan: 5.54, 5.92; Naima: 5.78, 5.93; Lily: 5.9, 6.09). A two 
way ANOVA confirmed an effect of age (F(1) = 40.53, p < 0.001, ηp

2 
= 0.77) 

and child (F(2) = 16.26, p < 0.001, ηp
2 = 0.73). The interaction between them 

was marginally significant (F(2) = 3.23, p = 0.07, ηp
2 = 0.35). 
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multi-word sequences). 

4. Study 2 

Study 2 set out to investigate the impact of lexical vs. multi-word 
repetition on the increase in entropy rate found in Study 1. We can 
contrast three different predictions. First, since lexical diversity 
(measured by type-token ratio) increases with age (Schwab & Lew- 
Williams, 2016a; Soderstrom, 2007), the effect we found in Study 1 
could reflect parents’ use of a more diverse vocabulary with their chil-
dren as they grow older. If this is the only effect driving the results in 
Study 1, then shuffling words within each sentence should not impact 
the entropy-rate effect: diversity of lexicon is not impacted by the order 
in which words appear in a sentence. A second possibility is that the 
results of Study 1 are driven by a developmental decrease in repetitions 
of multi-word sequences, rather than a decrease in lexical repetitions. If 
the results of Study 1 are driven only by multi-word repetitions, then an 
increase in entropy rate should not be found when the words in each 
sentence are shuffled. Finally, if the results of Study 1 are driven by both 
types of repetitions, then disrupting the order in which words appear in 
sentences should still result in an increase in entropy rate, but entropy 
rate measures should be overall higher compared to the non-shuffled 
text, since one of the factors contributing to redundancy in the input 
(repetitions of multi-word sequences) will no longer be there. 

It is important to note that when using this method to gauge the 

influence of multi-word sequences on entropy rate, utterance length 
needs to be taken into account. Shorter utterances contain more chances 
for repeated multiword sequences in their shuffled version. For example, 
compare the possible word permutations in the utterances “look at the 
bunny” and “look at the teeny weeny doggy”. Possible frequent multi-
word sequences such as “look at” and “look at the” are more likely to 
remain intact after shuffling when they are part of the first utterance 
compared to the second. This issue is not of concern in the current study, 
since MLU increased in less than a word over development in the 
corpora we used (see Tables 1&2), but it should be taken into account 
when applying this measure to other corpora. 

4.1. Method 

4.1.1. The corpora 
We used the same corpora as in Study 1. 

4.1.2. Procedure 
We used the same sampling procedure as in Study 1 (taking 100 

samples from each age bin in each corpus), but now in each sample we 
shuffled the words within each sentence before calculating entropy 
rate.7 That is, within each sample (taken from multiple conversations 

Fig. 2. Entropy rate as a function of age in the NewmamRatner Corpus where (A) each group of samples are taken from a different age (separate-age condition) and 
(B) where age is shuffled between the groups (mixed-age condition). Note that the x-axis in (B) is made similar to that of (A) just for demonstration (i.e., there are no 
age differences between samples in the mixed-age condition). Each dot represents a sample, numbers represent group means. 

7 We used the corpora’s existing segmentation to sentences. 
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within each age group; 10,000 words in the NewmanRatner Corpus and 
20,000 words in the Providence Corpus) we shuffled the words in each 
sentence (but sentences still occurred in the same order as in the original 
conversation they belonged to). Importantly, the samples were taken 
anew (that is, the samples taken in Study 2 were not identical to the ones 
taken in Study 1). The shuffling procedure was conducted using the 
sample() function in R (R Core Team, 2019). By shuffling words in this 
way, we removed their sequential position in a sentence, but left their 
lexical diversity intact. 

4.2. Results 

4.2.1. The NewmanRatner Corpus 
Fig. 4 shows entropy rate across age bins when words were shuffled 

within each sample. As can be seen, while there seem to be differences in 
entropy rate between the three ages, these differences are smaller when 
compared to Study 1 (7 months: 5.76, 11 months: 5.69, 24 months: 
5.81). In addition, entropy rates are higher overall compared to those 
found in Study 1: by disrupting the order in which words appeared in 
sentences in the original conversations, the texts were now less pre-
dictable and therefore less redundant. A one-way ANOVA revealed an 
effect of age (F(2) = 72.61, p < 0.001, η2 = 0.2). Simultaneous Tukey 
tests found the differences between 24 months and 7 months and be-
tween 24 months and 11 months to be significant, both at p < 0.001 
level. There was no difference, however, between 7 and 11 months (p =
0.44). Note that although the difference between 7 and 11 months is not 
significant, there seems to be a trend of a decrease in entropy rate be-
tween these ages. We believe this pattern reflects an idiosyncratic 
property of this corpus: the fact that lexical diversity in the corpus as a 
whole (measured by type-token ratio) does not increase with age (see 
Table 1), in contrast with the more common developmental pattern 
(Soderstrom, 2007). The lack of a developmental increase in lexical 
diversity in this corpus is most likely due to its specific characteristics: in 
this corpus, mothers and children of different ages were invited to the 
lab to play with the same box of toys. This setup most likely confines 
lexical diversity, thereby placing an upper bound on its increase. 

We directly compare the impact of age on entropy rate in Study 1 and 
Study 2, by running a two-way ANOVA on a pooled dataset of both 
samples. Samples were coded as “non-shuffled” (Study 1) or “shuffled” 
(Study 2). A two-way ANOVA with study (non-shuffled vs. shuffled), age 
and their interaction revealed a significant effect of age (F(2) = 200.3, p 
< 0.001, ηp

2 = 0.4), indicating that entropy rate is impacted by age. 
There was also a significant effect of study (F(1) = 7734.5, p < 0.001, ηp

2 

Fig. 3. Entropy rate as a function of age and child in the Providence Corpus 
where (A) each group of samples within each child is taken from a different age 
(separate-age condition) and (B) where age is shuffled within each child 
(mixed-age condition). Note that the x-axis in (B) is made similar to that of (A) 
just for demonstration (i.e., there are no age differences between samples in the 
mixed-age condition). Each dot represents a sample, numbers represent 
group means. 

Fig. 4. Entropy rate as a function of age in the NewmanRatner Corpus when each sentence in each sample is shuffled for words (Study 2) compared to when no such 
shuffling occurs (Study 1). Each dot represents a sample, numbers represent group means. 
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= 0.93), showing that entropy rate was higher in Study 2 (where words 
in each sample were shuffled within each sentence), indicating the 
samples were less predictable. There was also a significant interaction 
between age and study, (F(2) = 28.65, p < 0.001, ηp

2 = 0.09), indicating 
that the impact of age on entropy rate is stronger in Study 1. 

In sum, the findings from the NewmanRatner Corpus show that en-
tropy rate increases with age when the words within sentences are 
shuffled, but the effect of age is smaller than in Study 1. This suggests the 
decrease in redundancy is not only affected by an increase in lexical 
diversity, but also by a decrease in repetitions of multi-word sequences. 

Overall, the fact that the NewmanRatner corpus shows no decrease 
in lexical repetitiveness (in contrast to the more typical state of affairs), 
contributes an interesting and important angle to the current findings: 
we find an increase in entropy rate despite the fact that this corpus does 
not show the typical decrease of lexical repetitiveness. This highlights 
even further the decrease of redundancy over age, and in particular the 
role of multi-word repetitiveness in contributing to this decrease. Taken 
together, these results point to the role of multi-word units in the 
developmental decrease in redundancy in IDS. 

4.2.2. The Providence Corpus 
Fig. 5 shows entropy rate after word-shuffling for the Providence 

corpus. As in the NewmanRatner corpus, we still find here an increase of 
entropy rate with age, albeit the increase seems to be slightly smaller 
(Ethan: 6.15,6.42; Lily: 6.42,6.58; Naima: 6.33,6.42). Entropy rates 
were higher overall compared to the ones found in Study 1, indicating 
that the input becomes less predictable (and therefore, less redundant) 
as words are divorced from their original sequential position in the 
sentence. A two-way ANOVA with child, age and their interaction as 
factors confirmed there was a significant effect of age (F(1) = 1014.6, p 
< 0.001, ηp

2 = 0.63), indicating a developmental increase in entropy 
rate; a significant effect of child (F(2) = 516.3, p < 0.001, ηp

2 = 0.63), 
indicating individual variation in entropy rate; and their interaction (F 
(2) = 103.2, p < 0.001, ηp

2 = 0.26), indicating a different effect of age on 
entropy rate for the different children. To directly compare Study 1 and 
Study 2, we ran an ANOVA on the pooled dataset, coding each sample 
for the study it came from (non-shuffled (Study 1) or shuffled (Study 2)). 
We used a three-way ANOVA to compare the effect of study (non- 
shuffled vs. shuffled), age, child and their interactions on entropy rate. 

There was a significant effect of age (F(1) = 1997, p < 0.001, ηp
2 = 0.63), 

indicating a developmental increase in entropy rate across studies; a 
significant effect of child F(2) = 941.85, p < 0.001, ηp

2 = 0.61), indi-
cating individual variation; and a significant effect of study (F(1) =
15,049.2, p < 0.001, ηp

2 = 0.93), indicating higher entropy rates for 
Study 2 (as, again, shuffling the words within sentences render the input 
less redundant). Finally we found all the interactions were significant: 
age and child: F(2) = 161.14, p < 0.001, ηp

2 = 0.21, indicating a different 
age effect for different children; age and study: F(1) = 23.43, p < 0.001, 
ηp

2 = 0.02 – indicating that the effect of age is larger in Study 1 compared 
to Study 2 (though note the small effect size); and child and study: F(2) 
= 5.2, p = 0.006, ηp

2 = 0.008, indicating children had different entropy 
rates in the different studies. Note that even though Lily shows the 
largest increase of MLU with age – slightly over one word (from 4.55 to 
5.65, see Table 2), she does not show the largest increase in entropy rate 
between those ages. This further indicates that changes in MLU do not 
affect the current results. 

In sum, for two of the three children, entropy rate still increased with 
age when the words in the samples were shuffled, but the effect of age 
was smaller than in Study 1. In other words, the increase in redundancy 
seems to be affected both by an increase in lexical diversity and by a 
decrease in repetitions of multi-word sequences. 

4.3. Discussion 

Study 2 set out to investigate what underlies the decrease in redun-
dancy found in both corpora in Study 1. By shuffling words within each 
sentence, we removed the possible contribution of multi-word repeti-
tiveness, allowing us to tease apart the effect of lexical repetitiveness 
and multi-word repetitiveness (both characteristic of IDS; Cameron- 
Faulkner et al., 2003; Schwab & Lew-Williams, 2016a, 2016b; Soder-
strom, 2007). Our results suggest that the developmental increase in 
entropy rate found in Study 1 reflects not only an increase in lexical 
diversity, but also a decrease in repetitions of multi-word sequences. In 
both the NewmanRatner Corpus and the Providence Corpus, there was 
still an increase in entropy rate, but a smaller one, suggesting that lexical 
repetitiveness underlies some of the effect in Study 1, but not all of it. 
That is, repetitions of multi-word sequences contribute to the develop-
mental effect found in Study 1 for both corpora. 

5. General discussion 

Speakers are known to modify their speech on the basis of global 
estimations of their interlocutors (Arnold, 2008; Loy & Smith, 2020). 
However, very few studies have investigated whether speakers adapt the 
redundancy in their speech based on such global properties. Our study 
set out to ask whether speakers speak more redundantly with in-
terlocutors that are perceived to have difficulty in understanding, spe-
cifically, infants learning their first language. We examined redundancy 
developmentally in IDS, with two goals in mind: (1) Testing whether 
redundancy is impacted by the interlocutors’ perceived overall profi-
ciency level, and (2) Providing a novel measure of global redundancy in 
IDS. We used an information-theoretic measure called entropy rate, 
which was previously used to compare language complexity cross- 
linguistically (Bentz et al., 2017), but has not been used to compare 
different types of speech within a language. This measure provided us 
with a global estimate of redundancy that is sensitive to the order of 
words: texts where words are more predictable given previous words 
will have a lower entropy rate, reflecting greater redundancy. 

Applying this measure to samples of IDS taken from infants of 
different ages, we found that, in line with our predictions, parents tend 
to speak more redundantly to their children when they are younger. 
These results are compatible with recent findings in the phonetic 
domain, showing that adult speakers provide more redundant acoustic 
signals when talking to infants compared to proficient adult speakers 
(Pate & Goldwater, 2015; Tippenhauer et al., 2020; Uther et al., 2007). 

Fig. 5. Entropy rate as a function of age and child in the Providence Corpus 
when each sentence in each sample is shuffled for words (Study 2, darker 
shades) compared to when no such shuffling occurs (Study 1, lighter shades). 
Each dot represents a sample, numbers represent group means. 
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Our results expand these findings in two important ways. First, they 
broaden the scope of speakers’ adaptations from the phonetic level to 
the word and multi-word level. Second, they show that differences in 
redundancy are not only found when talking to infants as opposed to 
adults (a salient distinction that is likely to be computationally easy for 
the speaker), but also when talking to children of different ages. They 
illustrate speakers’ fine-grained sensitivity to the proficiency level of 
their interlocutors. These results are compatible with other findings 
showing that adult modifications in IDS are impacted by infants’ age (for 
example, re-using children’s words more the younger they are, Snow, 
1972; Yurovsky, Doyle, & Frank, 2016). 

In Study 2 we set out to investigate which properties of IDS drive the 
developmental decrease in redundancy. IDS is characterized both by 
lower lexical diversity (Soderstrom, 2007), and by having frequently 
recurring multi-word sequences (Arnon, 2016; Cameron-Faulkner et al., 
2003; Stoll et al., 2009). While previous studies document a develop-
mental decrease in lexical repetitiveness (Schwab & Lew-Williams, 
2016a; Soderstrom, 2007), there is no parallel evidence for a decrease 
in repetitions of multi-word units. By measuring entropy rate on samples 
where words within each sentence were shuffled, we could tease apart 
the effect of lexical and multi-word repetitiveness on entropy rate. We 
found that in both tested corpora, the developmental decrease in 
redundancy was not a mere reflection of an increase in lexical diversity. 
Rather, the decrease in redundancy was also impacted by a decrease in 
repetitions of multi-word sequences. This finding serves as the first 
indication that repetitions of multi-word sequences decrease with in-
fant’s age, and moreover, that this decrease makes the input globally less 
redundant. In what follows, we discuss the relevance of our findings for 
communicative efficiency and language development. 

5.1. Communicative efficiency 

According to the communicative efficiency hypothesis, speakers 
should speak more redundantly when there is increased comprehension 
difficulty. This may happen when the message is unpredictable in 
context (Aylett & Turk, 2004; Kurumada & Jaeger, 2015; Levy & Jaeger, 
2007; Mahowald et al., 2013); when there is high environmental noise 
(Van Summers et al., 1988; Zhao & Jurafsky, 2009); or when the 
interlocutor has difficulty decoding the message (Buz et al., 2016). 
Several studies demonstrate the impact of the interlocutor’s perceived 
difficulty in local cases of misunderstanding within a conversation (Buz 
et al., 2016; Lockridge & Brennan, 2002; Roche et al., 2013). However, 
only a handful of studies show an increase in redundancy dependent on 
global characteristics of interlocutors, and they are mostly focused on 
the phonetic domain (Pate & Goldwater, 2015; Tippenhauer et al., 2020; 
Uther et al., 2007). Our results indicate that the tendency to reduce or 
increase redundancy is impacted by the interlocutor, and that this im-
pacts speech beyond articulation. Specifically, speakers seem to increase 
redundancy when conversing with younger language learners. 

Importantly, a direct test of this hypothesis would require comparing 
how speakers encode the exact same message when talking to in-
terlocutors with varying levels of proficiency. However, it is virtually 
impossible to hold the message constant when using naturalistic speech. 
In this study, we followed the commonly-held practice of holding con-
stant the experimental setting which elicits the conversation (Bard et al., 
2000; Bard & Aylett, 2004; Berman & Slobin, 1994; Pate & Goldwater, 
2015; Rodriguez-Cuadrado et al., 2017; Tal et al., 2023; Van Engen 
et al., 2010). To this end, we used the NewmanRatner corpus that re-
cords free play under the same circumstances with the same box of toys. 
Note, however, that this method is still a compromise between the need 
to control the message and maintain ecological validity at the same time. 
The current findings therefore show that caregivers speak more redun-
dantly to younger children. They, however, do not directly show that 
parents are encoding exactly the same messages with greater redun-
dancy when conversing with younger children. Caregivers might be 
using more complicated messages when talking to older children, while 

engaging in the same activity with the same prompts. When looking at 
naturalistic infant-directed speech as a whole, it is impossible to adju-
dicate between these two interpretations. The current results are how-
ever in line with existing findings from other linguistic domains, where 
the message can be held constant (e.g., articulation, phonetics), showing 
increased redundancy in speech directed to younger children (Pate & 
Goldwater, 2015; Tippenhauer et al., 2020; Uther et al., 2007). Future 
work should broaden the existing findings by testing the communicative 
efficiency hypothesis on other linguistic domains, in which the message 
could be better controlled (at the expense of naturalistic speech). For 
example, other domains, such as morphosyntax, where communicative 
efficiency has been shown to impact production choices, could also be 
modified when talking to younger learners. For instance, we might see 
fewer morphological reductions (e.g, isn’t vs. is not, Frank & Jaeger, 
2008) or reduced omission of optional syntactic words (e.g., optional 
case marking, Kurumada & Jaeger, 2015) in speech directed to younger 
children compared to speech directed to older children or adults. We are 
currently conducting several corpus-studies to test the impact of the 
interlocutor on redundancy in morphosyntactic domains. 

A second open question has to do with how proficiency is perceived 
and how interlocutor type impacts changes in redundancy. In the cur-
rent study, we tested the impact of conversing with young language 
learners on redundancy, where their lower proficiency is deduced from 
their age. Additional properties of interlocutors could also impact the 
trade-off between minimizing effort and maximizing understandability. 
Within a developmental setting, other factors beyond age could indicate 
lower proficiency: for example, speech directed to late talkers could be 
more redundant than speech directed to more proficient talkers of the 
same age. Between adults, conversations between friends are typically 
based on more common knowledge compared to conversations between 
strangers (Fussell & Krauss, 1989), which could make them less 
redundant. More broadly, if increased redundancy is driven by the 
perceived proficiency level of the interlocutor, rather than interlocutors’ 
age, then we should find similar changes in redundancy in speech 
directed to adult learners. The literature provides two contrasting pre-
dictions for whether we modify redundancy similarly in speaking with 
children and adult L2 learners. On the one hand, we may not produce 
more redundant speech when conversing with adult L2 learners: adult 
learners have cognitive capacities similar to those of adult native 
speakers, and might therefore be perceived as more competent, despite 
their low proficiency level in the language in question. In addition, a 
recent hypothesis predicts such differences on the basis of the idea that 
children and adults might have different learning constraints: the Lin-
guistic Niche Hypothesis suggests that child learners benefit from 
redundancy, but adult learners do not, or at least not to the same degree 
(Dale & Lupyan, 2012; Lupyan, 2019; Lupyan & Dale, 2010). Following 
this hypothesis, speech directed to child learners is predicted to be more 
redundant than speech direct to adult learners, because of speakers’ 
adaptation to these different learning constraints. On the other hand, the 
impact of the interlocutor on redundancy might be strictly related to 
perceived language proficiency, regardless of age. If this is the case, then 
the differences found between age groups in the current study should be 
replicated with adult learners. Specifically, speech directed to adult 
learners should be more redundant compared to speech directed to adult 
proficient speakers. However, it is not easy to find suitable corpora to 
test this comparison since the calculation of entropy rate requires sam-
ples of sufficiently large sizes (Bentz et al., 2017), of which there are 
very few for L2-directed speech. Moreover, the comparison requires 
parallel corpora of speech directed to adult learners vs. proficient 
speakers (for example, two sets of corpora that contain similar conver-
sational content, but differ in the proficiency level of the interlocutors). 
However, a separate study we conduct on a different sort of redundancy 
supports the prediction above. In this study we compare participants’ 
descriptions of the same picture book to child learners of different ages, 
adult learners and adult proficient speakers. We find that speakers use 
more redundant references (e.g., the boy rather than he) when their 
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interlocutors are learners compared to proficient speakers. Importantly, 
the same pattern is found for both child and adult learners, illustrating 
the effect is not (only) driven by general cognitive maturation processes 
of the listeners, but rather by language proficiency (Tal et al., 2023). 

5.2. Language development 

The language acquisition literature highlights the prevalence and the 
facilitative role of different types of repetitions in IDS: lexical repetition, 
frequently recurring phrases, variation sets and repeated chunks (Arnon, 
2016; Cameron-Faulkner et al., 2003; Küntay & Slobin, 1996; Schwab & 
Lew-Williams, 2016a; Stoll et al., 2009). Importantly, these properties 
are typically investigated separately. Here, we provided a novel measure 
to assess the overall redundancy in IDS, and to investigate its develop-
mental trajectory. Having shown that IDS becomes less redundant with 
development, we found that this effect is influenced by repetitions of 
multi-word units. This finding joins the growing literature on the 
prevalence and importance of multi-word sequences in language 
development (Abbot-Smith & Tomasello, 2006; Arnon, 2016, 2021; 
Arnon & Christiansen, 2017; Stoll et al., 2009). There is growing evi-
dence that multi-word sequences are building blocks for language 
learning (Arnon & Clark, 2011; Bannard & Matthews, 2008; Fernald & 
Hurtado, 2006; Skarabela et al., 2021). Children and adult learners are 
claimed to differ in their reliance on multi-word sequences in learning, a 
tendency that can explain some of the difference between L1 and L2 
learning (Arnon, 2021; Arnon & Christiansen, 2017; Arnon & Ramscar, 
2012; Siegelman & Arnon, 2015). Consequently, multi-word sequences 
are predicted to be more common in the inventory of L1 learners 
compared to adult L2 learners (Arnon & Christiansen, 2017; McCauley & 
Christiansen, 2014). This prediction is supported by the current study: 
we show here for the first time that repetitions of multi-word units in IDS 
decrease as the child grows older. Taken together, this finding provides 
additional evidence for the role of multi-word sequences in IDS. The 
higher frequency of multi-word repetitiveness at younger ages might aid 
young children’s reliance on such constructions in language learning 
(Goldberg, 2006; Tomasello, 2003). Investigating the contribution of 
multi-word sequences to the increased redundancy in children’s input 
provides a new way to test theoretical predictions regarding their 
prominence in language acquisition. Further work is needed to assess 
the relative magnitude of lexical vs. multiword repetition in changes in 
redundancy in speech directed to children. 

Finally, the current study provides an important first step in exam-
ining redundancy developmentally in IDS using an information theoretic 
framework. As such, it has several limitations and raises additional 
questions to pursue in future work. First, while we looked at two types of 
developmental corpora – one with few controlled lab-recordings of 
many caregiver-child dyads, and one with dense recordings across 
multiple activities of three children – these are still only two sets of 
corpora. Although applying this measure to developmental corpora is 
challenging — because entropy rate is reliable only for samples of suf-
ficient sizes, and because the compared conversations should be as 
similar as possible — future work should seek to replicate these findings 
in additional corpora. Second, our oldest children were 36 months old. 
At some point, speech directed to children should reach similar redun-
dancy rates to speech directed to adults. When are children perceived as 
proficient enough for adult-like redundancy? To get an initial insight 
into this question, we can look at a previous study that calculated en-
tropy rate for adult language: Bentz et al. (2017) looked at translations 
of the same high-register written texts in various languages, and found 
that entropy rates across languages display relatively narrow distribu-
tions. English (the language we looked at here) seems to be close to the 
mean value: 5.97. Interestingly, this value is very close to what we found 
for the 24–36 months in the Providence Corpus (5.89–6.09), so it could 
be tempting to suggest that by the age of three children are starting to be 
perceived as adult-like in terms of their comprehension. However, we 
are hesitant to draw such conclusions (even preliminary or 

impressionistic ones), due to the large differences between the type of 
texts looked at in the current study (spontaneous spoken conversations 
between caregivers and infants), and the ones used by Bentz et al., 2017 
(e.g., the Bible). A comprehensive comparison of entropy rate between 
IDS and adult speech should involve texts and contexts that are as 
similar as possible. Otherwise, it would be difficult to assess whether 
differences found are attributed to the different interlocutors or some 
other property of the conversation (Ehret & Szmrecsanyi, 2016, 2019; 
Juola, 2008). Another important way to broaden the current findings is 
to look at the developmental trajectory of entropy rate in languages 
other than English. Using a global measure of redundancy such as en-
tropy rate provides us with a novel way to make cross-linguistic com-
parisons and form novel predictions. For example, it would be 
instructive to look at morphologically complex languages, where, 
compared to English, more information is expressed within words rather 
than using multi-word constructions. While we should still expect to see 
an overall decrease in entropy rate with development, we predict to find 
a different trade-off between lexical and multi-word repetitiveness 
driving this decrease. We are currently investigating these predictions. 
Finally, future work should compare entropy rate with other novel 
measures of complexity in IDS (Brunato & Venturi, 2023; Ehret, Berdi-
cevskis, Bentz, & Blumenthal-Dramé, 2023). This would further promote 
our understanding of what aspects of language complexity different 
measures capture, and in what way IDS changes with age. 

6. Conclusion 

In this study we asked whether conversing with learners results in 
more redundant language. We tested this by quantifying redundancy in 
infant-directed speech using entropy rate – an information-theoretic 
measure reflecting the average redundancy of texts. We found that, as 
predicted by studies of infant-directed speech and by principles of effi-
cient communication, speakers use more redundancy in speech directed 
to younger infants. The increased redundancy in younger ages was 
found to be influenced not only by repetitions of single words, but also 
by repetitions of multi-words sequences. This serves as a first indication 
for a decrease in such sequences over age, and joins a great volume of 
literature pointing at the prominent role of multi-word sequences in 
language learning. 
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